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Аннотация

Работа посвящена применению нейросетевых технологий для разработки систем управления. В статье проводится анализ эффективности внедрения нейросетевых технологий в бизнес-процессы трех российских компаний и обосновывается положительный эффект при использовании нейронных сетей по нескольким параметрам.

Кейс-анализ дополнен анализом экономической целесообразности внедрения нейронных сетей с помощью оценки исследуемых показателей, оценки удовлетворенности клиентов, контроля персонала, оценки эффективности каждого сотрудника. Даны рекомендации по применению нейронных сетей в организации.

В статье показано, что, несмотря на то что многие мероприятия, необходимые для внедрения системы, являются трудозатратными и долгосрочными, они положительно скажутся на деятельности компании.
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Abstract

Work is devoted to application of neural network technologies for management development of systems. In article the analysis of efficiency of introduction of neural network technologies is carried out to business processes of three Russian companies and the positive effect locates when using neural networks in several parameters.

The case analysis is added with the analysis of economic feasibility of introduction of neural networks by means of an assessment of studied indicators, an assessment of satisfaction of clients, control of the personnel, an assessment of efficiency of each employee. Recommendations about application of neural networks in the organization are made.

In article it is shown that in spite of the fact that many actions necessary for introduction of system, are costly and long-term, they will positively affect company activity.
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