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Paradigm 1 Paradigm 2improved considerably, which led to the fact that modern comput-
ers can analyze large amounts of data, respond faster to requests 
and perform more complex algorithms.

The Fig. 2 shows a diagram with a description of the types of 
business analytics with an indication of the questions that the ex-
tracted and analyzed by the company at each stage of information 
allows you to answer. 

Descriptive Analytics aims to inform about what had hap-
pened. Simple reports and visualizations that show what had hap-
pened at a certain moment or within a certain period. 

Diagnostic Analytics should explain the root causes of the in-
cident. This uses more advanced tools than Descriptive Analytics. 

Prescriptive Analytics shows that the company needs to do in 
order to achieve the desired result. On the market today, there are 
relatively few solutions of this level, because they need more seri-
ous resources of machine learning. 

Predictive Analytics is the most popular today. Intelligent an-
alytical tools use advanced algorithms to predict what might hap-
pen in the future. Often these tools use artificial intelligence and 
machine learning technology, involving independent (with no de-
scription of detailed sequence of actions made by person) execut-
ing computer tasks on finding patterns and solutions based on the 
proposed data. Interest in Predictive Analytics due to the fact that 
researchers and companies are concerned to predict the future.

Predictive Analytics uses a number of statistical tools, data 
mining and game theory. The Predictive Analytics involves a 

common misconception that the predictions are only associated 
with the future. However, there is a conceptual classification that 
solves this problem. According to this classification, there are two 
types of Predictive Analytics: forecasting the present and forming 
the future.

The analyzed tools of Predictive Analytics of changes are de-
veloping like S-shaped curves. Once the arisen events begin to 
recur more and more frequently, forming after some time a new 
trend or a new paradigm that becomes the best practice. At some 
point something unexpected happens, for example, there is a new 
technology, a new strong player in the market, economic crisis, 
etc. The structural changes happen, a new S-curve that character-
ize the new paradigm appears.

Different types of Analytics are suitable for different predic-
tions (Fig. 3). The forecasting of present is necessary to determine 
patterns of behavior, identify patterns in the present tense, that is, 
within the current paradigm. Forming the future, on the contrary, 
is intended to accumulate new atypical data for the current state 
of systems in order not only to predict the structural changes, but 
also to determine the content of the new paradigm.

Thus, the possibilities of the Predictive Analytics technologies 
are broader than it may seem at first view and allow you not only 
to make predictions on the basis of the obtained real-time infor-
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Impact oF predIctIve 
analytIcs  
on tHe actIvItIes  
oF companIes1

IntrodUctIon
Intense global competition, uncertainties con-

cerning energy costs and the exponential growth 
of information technology are pushing the in-
dustry to the acquisition of flexible, high-perfor-
mance and sustainable (energy efficient) produc-
tion. 

In order to cope with the multiple production 
tasks (for example, issues of flexibility, resource 
usage, etc.), companies are implementing "smart 
manufacturing". It is characterized by intensive 
use of advanced intelligent systems, dynamic 
response and optimization of the output in real 
time. A key factor in the use of "smart manufac-
turing" is the analysis of big data.

bIg dAtA AnAlytIcs

The term "big data" refers to information that 
is stored in the digital storages of companies. 
Today – this is a resource that organizations use 
ineffectively, while it can be used to 
identify trends, patterns, forecasting, to 
find correlations, etc. The study of data 
sets in order to find implicit, but useful 
from the point of view of the company's 
development information is the basis 
of business analytics, to which modern 
companies are turning more and more 
often, as this may help to reduce costs, 
increase revenue, improve process effi-
ciency and even to achieve competitive-
ness. 

Traditionally intelligent analytics is quite 
time consuming. The Fig. 1 shows a typical se-
quence of actions in predictive analytics.

The required data is identified and collected 
from various sources (e.g., from the resource 
management system of the company (Enterprise 
Resource Planning, ERP) or set of tools for man-
aging the clients, sales, management control, 
automation of business processes (Customer Re-
lationship Management, CRM-systems) or taken 
from the data stores. Different analytical tools 
have different requirements on how best to pro-
cess the data. Usually it's needed a data conver-
sion to a format supported by a specific analyti-
cal system, to ensure that the information could 
be properly processed. After analyzing the data, 
conclusions are made on the basis of which the 
further changes are made, such as the customer 
segmentation or clustering products.

As far as in global digitization era the compa-
nies collect a large amount of diverse information 
on a regular basis, intelligent big data analysis 
uses the special software. Over the years it has 

Fig. 2. The types of Big Data Analytics

Fig. 1. The sequence of the work with data in the predictive 
analytics
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1  The article is based on the results of the study "Industry 4.0: Study of the Impact of Advanced Production Technologies Development on Russian Industrial Companies Productivity", 
conducted at the expense of budget financing within the framework of the Government Targets of the Financial University under the Government of the Russian Federation, 2018.

Fig. 3. Types of Predictive Analytics

Functionality Algorithm Applicability

Classification
• Logistic regression;
• decision trees;
• naive Bayesian classifier;
• Support Vector Machine

• Responses simulation;
• recommendation "next likely product";
• creating effective strategies to retain workers;
• credit default modeling 

Regression • Multiple regression;
• Support Vector Machine

• Assessing the reputation/debts;
• customer profitability modeling 

Anomaly detection • One-Class Support Vector Model is a module in Azure Machine Learning 
system to create models for anomaly detection • Preventing fraud and network intrusion

The importance  
of the attribute • The minimum length of the description • Surgical training;

• consumer loyalty index

Association Rules • the algorithm for finding Association rules • Consumer goods basket analysis;
• the analysis of patterns of consumer behavior 

Clustering
• A hierarchical algorithm of K-Means is a clustering algorithm, assuming 

a pre-specified number of clusters and randomly selected initial centroids;
• hierarchical algorithm O-Cluster is the model-based clustering grid 

• Customer segmentation;
• the genes and proteins Analysis 

functions separation • Factorization of nonnegative matrices • Text analysis, search

Tabulation 1
The Functionality of Oracle Data Mining [Buytendijk F., Trepanier L., 2010]
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Product strengths Weaknesses

SAS Analytics Suite (SAS) 

• Solutions for businesses of all sizes from all industry sectors;
• infrastructure and facilities;
• integrated solutions;
• advanced Analytics;
• simple deployment

• Complexity of the control;
• low scores of sets of data mining techniques - SAS 

Enterprise Miner and SASVisualAnalytics;
• the need to purchase multiple products to ensure full 

functionality;
• the high cost

IBM SPSS Modeler (IBM) 

• A strong customer base and the continuous introduction of 
innovations;

• commitment to technology and open source;
• support for a wide range of data types (text analysis, matter 

analysis, decision management and optimization, etc.;
• the model control (accuracy and transparency of work processes, 

model deployment, degradation monitoring etc.) 

• compatibility issues with other applications;
• a high degree of bureaucratization;
• weak service

SAP BusinessObjects 
Predictive Analytics, SAP 
HANA SPS (SAP) 

• Integration with other SAP offerings that provide significant 
functionality;

• the scalability of the system;
• the ability to add new components: business analysis system 

– SAP Business Objects, the tool to control intelligent systems – 
SAP Predictive Factory, the extensions catalogue – SAP Analytics

• Unpopularity;
• Low customer satisfaction;
• Dependence on high-performance NewSQL 

platform for storing and data processing SAPHANA 
(High-Performance Analytic Appliance) – high-
performance analytic appliance) 

KnowledgeSTUDIO 
(Angoss) 

• Wide range of analytical tasks in a single environment;
• intuitive to use software;
• ready decision for the specific industries

• the slow development of the product on the market;
• difficulty of processing large amounts of data

Platform Rapid Miner 
(Rapid Miner) 

• A wide range of application;
• ease of use;

• the restriction of the data use (through specific 
algorithms);

• the absence of a developed global service network

KNIME Analytics Platform 
(KNIME) 

• Relatively low cost of solutions;
• flexibility, openness and extendibility by means of open source;
• user access via, system to the data and their transformation;
• developed partnership relations

• the complexity in management;
• problems with scaling;
• limited capabilities for data visualization;

FICO Decision 
Management Suite (FICO) 

• A wide range of applications in the financial sphere;
• the functionality of the system (product) in key areas of decision-

making management;
• intuitively, intuitively comprehensible model, platform and projects 

control

• low level of performance;
• the low level of support tools with open source;
• limited choice of algorithms

impact of predictive analytics on the activities of companies

mation, but also to collect new data that could have an impact on 
the current situation in the future. Table. 1 shows an overview of 
typical tools based on the functionality of the data analysis.

As noted above, the forecasting helps organizations to im-
prove their competitiveness through timely response to changes 
in the external and internal environment. However, this response 
always involves taking of certain management decisions, the to-
tality of which forms the control processes aimed at the creation 
and implementation of new strategies based on the monitoring. 
Thus, with the Predictive Analytics, obtaining of more accurate 
and timely data can improve the quality of management processes.

One of the main predictive tools is the strategic map, which 

is part of the balanced scorecard. The main task of the latter is to 
show how the decisions taken in the present may affect the future 
results. This is done by linking the indicators of front-running or 
underrun. The first predicts future performance; the second re-
ports on past results. 

However, this approach has a drawback: in case of incorrect 
values of the underrun indicators, the built strategic map will lose 
its relevance. In addition, the modern realities change very quick-
ly, so past experience is not always applicable to the present. 

Obviously, it's needed another approach to data collection 
in the present to predict the future from the perspective of new 
assumptions, the questions of "what if?" scenarios. It is in these 
assumptions we can capture the risk and uncertainty that are part 
of any strategic planning. To get the relevant forecast, the organi-
zation must perform three important steps:

• to make realistic assumptions;
• to highlight the most important assumptions;

• to use the drivers that you can control and to monitor those 
that cannot be controlled.

Use of PredIctIve AnAlytIcs

Companies use Predictive Analytics to solve complex prob-
lems and search for new possibilities, from consumer behavior 
predicting to the equipment maintenance supporting (Fig. 4). Now 
the Predictive Analytics is used mostly in marketing and sales. 
Companies want to predict the behavior of the consumer by using 
a particular marketing campaign, to assess the possibility of using 
up sales (selling a more expensive item: the customer's motivation 
to spend more money in your store, for example, to buy a more 
expensive model of the same product, to add options or services 
to the purchased product, cross selling: the customer's motivation 
to spend more money, but now by selling products from other cat-
egories than initially were selected by the user), to improve rela-
tionship building with clients and keep them. Gradually Predictive 
Analytics is used in the analysis of products, risk portfolio. It is 
significant that about 80% of respondents plan to use Predictive 
Analytics to optimize at least the next three years. Companies are 
beginning to use Predictive Analytics in operational management, 
manufacturing, service, etc. 

Predictive Analytics is actively used to support major strategic 
decisions and positive impact on key performance indicators (Fig. 
5). It is permissible to use for taking short-term tactical decisions 
within the framework of operational activities.

Forrester Consulting Agency expects an increase of growth 
of the market of Predictive Analytics and machine learning at an 
average of 15% per year to 2021. This is due to the joint use of 
Predictive Analytics and machine learning with the tools of In-
dustry 4.0 (artificial intelligence, deep learning, Internet of things, 
etc.). The table. 2 presents comparative characteristics of the main 
solutions offered in the market.

conclUsIons And  
fUrther reseArch dIrectIons

Predictive Analytics is one of the ways to process the big data 
and it allows companies to make more suspended and correct de-
cisions today to achieve the best results tomorrow. Through data 
analysis, the companies gain valuable information and can build 
strong relationships with customers, identify new opportunities, 
anticipate threats, prevent fraud, protecting revenues and reputa-
tion. It remains an open question about data saving, information 
systems security, organized within companies, as well as adequate 
interpretation of data obtained from different sources. In addition, 
the question of assessing the economic implications of Predictive 
Analytics requires a detailed study.
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